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Abstract 

Gene expression profiles have attracted a lot of attention for tumor classification in DNA microarray 

datasets, and gene selection is a key factor in enhancing the microarray data's classification performance. 

In this proposed research for hybrid feature selection and adaptive boosting on an Artificial Neural 

Network (ANN) as a classifier, and to test the colon microarray dataset. This approach is highly effective, 

as evidenced by the preliminary results obtained under a number of publicly available gene expression 

datasets. It can greatly reduce the dimensionality of gene expression datasets and accurately identify the 

most relevant genes. With respect to the current algorithm, the experimental results indicate that the 

proposed model better achieving 97 %. accuracy. 
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INTRODUCTION 

Bioinformatics is a growing field that enables biologists to analyze organism data at various levels. 

However, predicting and classifying microarray data in biomedicine is challenging due to the rapid 

advancement of DNA microarray technology. This is particularly important for tumor classification, 

which is crucial for accurate cancer diagnosis and subtype identification. Current computational methods 

struggle to identify important genes, leading to higher learning costs and poor performance. The goal is 

to improve classification accuracy by developing effective gene selection techniques [1-2].   

 

DNA microarray technology enables researchers to monitor thousands of genes simultaneously in 

experiments. However, the high-dimension, small sample size, and high-noise nature of gene expression 

data present analytical challenges. To improve classification accuracy, researchers use a decision tree 

algorithm and 10-fold cross-validation on three benchmark gene expression data sets. Further tests on 

trained ANN models with Adaboosting Classifier are conducted on various samples and cancer 

classification. The suggested strategy improves classification accuracy by using best parameters, reducing 

data set dimension, and validating the gene subset with the most information. Gene selection and 

classification in DNA microarray data are successfully achieved using ANN, supervised learning, and 

evolutionary algorithms [3-4]. 

The simultaneous monitoring of thousands of genes in a single experiment is made possible by DNA 

microarray technology. Nevertheless, the high-dimension, small sample size, and high noise level of gene 

expression data make analysis challenging. Finding a small subset of pertinent genes to increase 

classification accuracy while maintaining robustness is the major challenge. The colon microarray gene 
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expression data set is used to test the suggested method, which uses the decision tree algorithm and 10-

fold cross-validation to achieve accuracy. Additionally, the trained ANN models with an adapting 

Adaboosting Classifier are tested for sample analysis and cancer classification. Investigational results 

demonstrate that the suggested method can improve classification accuracy with optimal parameters based 

on datasets, reduce the dimension of the data set, and validate the most informative gene subset. While 

supervised learning algorithms like K-nearest neighbor, decision trees, support vector machines, linear 

discriminant analysis, and artificial neural networks (ANN) have proven effective in classifying 

microarray data, evolutionary algorithms like genetic algorithms, hybrid PSO/GA, and particle swarm 

optimization have been used for gene selection [5-7]. 

The majority of technical and scientific fields have used artificial intelligence (AI) research more 

extensively and more popularly to build models for resolving a variety of issues. Intelligent systems that 

mimic or replicate human problem-solving abilities are included in artificial intelligence. ANNs are 

among these intellectual mechanisms, and they offer several benefits, including the capacity to learn and 

process vast amounts of irrelevant data. These mechanisms are derived from active and nonlinear 

techniques, where nonlinearities and variable interactions play a crucial role. Furthermore, ANNs' ability 

to solve a variety of issues, including classification issues, has been noticed by a few studies [7-9]. This 

research proposes a hybrid firefly optimization algorithm for tumor classification in DNA microarray 

datasets. The algorithm uses feature selection and adaptive boosting on an artificial neural network, 

outperforming the current algorithm by 97%. The approach reduces dimensionality and accurately 

identifies relevant genes in publicly available gene expression datasets. 

In this paper, the background of the study is covered in Section II, methods and materials on clear view 

are covered in Section III, and the results are discussed in Section IV. The followed by next section V is 

conclusion. 

 

BACKGROUND OF THE STUDY 

In recent times, bioinformatics has emerged as a noteworthy area of study, providing biologists with the 

ability to examine organism data at the genomic, transcriptomics, and proteome levels. Microarray data 

prediction and classification is a major task in biomedicine [10-12]. This work is difficult due to the quick 

advancement of DNA microarray technology, since gene expression datasets frequently comprise 

thousands of genes but few samples [13]. A common issue with microarray gene expression data is tumor 

classification, which includes rare disease prediction and tumor detection. For a precise cancer diagnosis 

and subtype identification, these investigations are essential. However, many computational methods fail 

to identify important genes, leading to higher learning costs and worse performance [14-16]. This is 

because of the limited availability of samples and the abundance of genes in microarray data. The objective 

is to enhance the classification accuracy of cancer gene expression datasets by creating effective gene 

selection techniques that lower the dimensionality of microarray data [17-19]. 

The process of gene selection is used to improve classification accuracy and decrease the dimensionality 

of microarray data. In addition to selecting related genes and lowering computational costs, it eliminates 

noisy and unnecessary genes [20-23]. Filter, wrapper, embedded, and hybrid approaches are the four 

categories into which feature selection methods fall. The high speed and large dataset handling capabilities 

of filter methods make them popular, but they are susceptible to local optimum trapping [23-25]. Here 

described some of the key investigation about the model as follows,  

Sun et.al., [26] presented a multi-filter ensemble method for gene selection based on cross-entropy; 

however, wrapper methods are computationally expensive, particularly when dealing with high-

dimensional microarray datasets. Although this wrapper approach required a lot more processing power, 

it achieved superior classification accuracy [28]. In general, the framework can be created to combine the 

benefits of both the wrapper and the filter methods for feature selection in order to obtain a method that is 

accurate and efficient [32]. Wang et al.,[27] introduced a wrapper-based gene selection method that 
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improved classification accuracy but required more processing power. It used the Markov blanket 

technique to shorten evaluation times. embedded techniques, like those of Lopes et al., [29] is used for 

ensemble classification, and Li et al., [30] embedded feature selection algorithm, need more parameter 

adjustments and take a long time. hybrid strategies, such as Mav et al., [31] hybrid gene selection strategy 

can combine the benefits of feature selection using both filter and wrapper methods for an effective and 

precise approach. Algamal et al., [33] created a method for classifying gene expression that uses Bayesian 

Lasso quantile regression to account for outliers in the gene data. Lin et al., [34] suggested a method for 

gene selection to produce several subsets with varying gene combinations to aid in classification tasks. 

Intuitively sound artificial intelligence algorithms are computationally expensive, which has reduced the 

quantity and caliber of research in the area. Higher-speed processors are now being used to train and 

develop artificial intelligence algorithms, which has resulted in a notable rise in the number of successful 

studies. Maximizing the potential requires figuring out the optimal set of parameters [35]. 

In bioinformatics, wrapper models—which select feature subsets with higher prediction accuracy using 

search techniques like genetic algorithms (GA), particle swarm optimization (PSO), and ant colony 

optimization (ACO)—have become more and more popular. These techniques do, however, have certain 

drawbacks, including high computational costs and local optimum. Certain techniques exhibit sluggish 

convergence rates, are susceptible to local optimum phenomena, and eventually become overloaded [36-

38]. Researchers are looking into adapting boosting on ANN classifiers and hybrid firefly wrapper-based 

feature selection as solutions to these problems. Hybrid techniques have been developed to combine the 

advantages of filter and wrapper approaches, balancing accuracy and efficiency when choosing the best 

feature subset. The purpose of this paper is to examine and enhance these hybrid approaches [39]. 

 

METHODS AND MATERIALS 

This section presents the modified hybrid algorithm as well as the gene expression datasets used in this 

work. We test our proposed algorithm on three datasets. The dataset for colon cancer categories was 

created by Alon U. (1999) [22]. There are 40 samples for the tumor class and 22 samples for the normal 

class in these data. There are 2000 genes in this dataset. The data used in this paper are summarized in 

Table 1. 

TABLE 1: MICROARRAY DATASET DESCRIPTION 

 

Dataset  Class              Features Instances Samples  

Colon  Normal, Cancer           1000/2000    62         40,22 

 

Proposed Model: Hybrid FFF and Adaptive boosting on ANN as Classifier 

Neural networks (NNs) are employed in real-world applications such as data mining and pattern 

recognition. As machine learning (ML) can select pertinent features from datasets, feature selection (FS) 

is an essential task in bioinformatics. There exist three categories of FS techniques: wrapper, embedded, 

and filter. Filter methods employ FS as a preliminary step prior to utilizing a classification algorithm, 

whereas wrapper methods integrate a classifier for the purpose of choosing pertinent features within an 

array. The filter approach uses FS as a preprocessing step prior to applying a classification algorithm, 

whereas the wrapper approach depends on several data evaluations. Aside from being less computationally 

demanding than wrapping approaches, embedded approaches are specific to an assumed learning 

algorithm and offer benefits like communication with the classification model. In general, ANNs work 

well for real-time classification tasks and are efficient at deriving meaning from complicated issues. 

The process of classifying dataset elements into predefined groups is known as cancer classification, and 

it is based on machine learning. It can be used in medicine to diagnose and detect conditions like prostate, 

ovarian, colon, heart, and breast cancer, among other illnesses. The gathering and testing of data, data 
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cleaning, and the classification of sensitivity and specificity present difficulties, though. The suggested 

model uses an ANN as a classifier and combines hybrid FFF and adaptive boosting. 

 
Figure 1: Architecture of Proposed Model: Hybrid FFF and Adaptive boosting on ANN as 

Classifier 

 

A. Feature Selection: Hybrid FFF (Firefly wrapper-based feature selection) 

A data pre-processing technique called feature selection (FS) is used to choose the most pertinent subset 

of the primary feature dataset and to reduce the dimensionality of the data. The Firefly Optimization 

Algorithm (Hybrid FFF) was utilized in this study to choose pertinent features. The process determines 

each feature's fitness value and ranks them. For every dataset, the 25 most prominent features were chosen. 

The filtered dataset was used to find predictive genes that maximize adaptive boosting on ANN 

classification performance using the Firefly Wrapper feature selection method, which is based on an 

evolutionary bio-inspired algorithm. Only the brightest firefly in the swarm is selected as the solution by 

the method, which compares each firefly to the others based on brightness. 

B. Optimization of Hybrid FFF 

The firefly FS method's methodology compares each firefly based on brightness. The best firefly is then 

selected based on their fitness function, which returns the solution. The feature selection method selected 

the top 25 features for each dataset1. It calculates the values of each feature based on its fitness value and 

checks the rank (modifying the fitness function). The higher rank features are sorted according to the rank. 

Formulated light intensity: (as the goal function i. e. I=Io e-Yr2 ij (1) Io= is the light intensity value 

obtained from the maximum distance were calculated, and this is referred to as the fitness of each firefly. 

(two fireflies) The attractiveness variation is represented by Y, whose value ranges from 0 to 200. βo is 

always set to 1, and rand is a random number between [1,1] that is set in ∝ order to allow the variation in 

the solution. 

C. Classification: Adaptive boosting on ANN as Classifier 

A network of tiny processors connected to solve problems is called an artificial neural network (ANN), 

which is an information processing system inspired by the human brain. Input, hidden, and output are its 

three layers. Weighted vectors and inputs determine the performance of the hidden layers, while raw data 

and feature vectors are sent to the input layer. The ratio of hidden to output units determines how well the 

output layer performs. Reducing the error between the intended output and the network's output is the aim 

of locating and estimating the mapping function between input and output spaces. An artificial neural 

network's weight matrices, which are contingent on the quantity of neurons in its hidden and output layers, 

comprise intermediate layers and output layer weight matrices. 

When neural networks are being trained, the optimal model is chosen based on factors such as weights 

and neuron count. Assigning an input pattern as a gene expression profile to one of the introduced 

classes—such as normal or cancer—is the task of pattern classification in Adapting Boosting on ANN. 

On the basis of training, the model can forecast the class of fresh data. First, the data must be prepared by 

filtering, normalizing, and removing genes with low expression values, low information randomness, low 
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expression value changes, or noise. The hybrid Firefly Optimization algorithm system is used to apply the 

top-ranked genes. Ninety percent of the data is used for training and assessment, and ten percent is used 

for blind testing. Considerations include population size, chromosome length, inertia coefficient, mutation 

rate, training factors, and maximum rate. 

D. Training based Adaptive boosting on ANN as Classifier 

In order to maximize classification accuracy while minimizing the number of chosen predictive biomarker 

genes, the phase computes the fitness function for the hybrid FFF-Adaptive boosting on ANN classifier. 

K-nearest neighbor, Euclidian distance measures, and incremental weighting values are used to generate 

the accuracy. 

To start, follow these steps: Step 1: Upload the colon microarray expression dataset; Step 2: Identify Input 

and Output; Step 3: Partition the Dataset for Training, Testing, and Validation; Step 4: Set the Neuron 

(start at 10 by default); Step 5: Train the Network Based on Adaptive Boosting on ANN as Classifier; 

Step 6: Record Error Performance; Step 7: Check the Error Performance. If performance is low, repeat 

steps 4–7 until high performance is achieved. Stop training if performance meets your expectations. Step 

8: Test the network. Step 9: The network is ready to operate. End. 

The process involves uploading a colon microarray expression dataset, identifying input and output, 

partitioning the dataset for training, testing, and validation, setting the default neuron, training a network 

using adaptive boosting on an ANN as a classifier, recording error performance, checking performance, 

repeating steps if necessary, stopping training if performance meets expectations, testing the network, and 

ensuring it is ready to operate. 

 

RESULTS AND DISCUSSION 

To improve colon cancer classification accuracy, the study used a neural network architecture (ANN). 

Data preprocessing, which removed redundancy and noise, came after data collection. MATLAB (2016a) 

was used for data partitioning. After that, the model underwent testing, validation, and training to produce 

an accurate estimate for the classification of colon cancer. Using the following formula for calculating 

accurate classification, 

 
A model for classifying colon cancer was implemented by the research using MATLAB Tool, colon 

dataset hybrid FFF, and adaptive boosting on ANN Algorithm. The Firefly Wrapper technique was used 

to carefully select neurons for the model's single hidden layer. The confusion matrix was used to determine 

the model's accuracy. The 70% was the ideal allocation for training, 15% for validation, and 15% for 

testing. MATLAB (2016a) software and the cancer dataset were used to simulate the experiments. Because 

the parameters for Adaptive boosting on ANN were appropriate, the average test accuracy was 97.97 

percent, indicating good stability. 

TABLE 2: RESULTS OF OPTIMAL GENE SELECTION FOR COLON CANCER DATASET 

Dataset   Colon Cancer Dataset 

No of Genes  7, 4, 4, 4,5 

Optimal Gene Selected 0248, 0465,0642, 1311, 1313, 1671, 1772  

1311, 1761, 1762, 1817  

066, 1571, 1762, 1817  

1311, 1761, 1762, 1817  

1077, 1311, 1671, 1872, 1917  

 

Best Accuracy  97.97%   

Method   Hybrid FFF-Adaptive boosting on ANN as Classifier 
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Figure 2 : Performance Chart of Proposed Model 

 

 
Figure 3: Heat Map of Colon Microarray and prediction ules of colon least biomarkers genes 

 
Figure 4: gene selection representation chart in proposed model 

CONCLUSION 

Artificial Intelligence (AI) research has become increasingly popular in various technical and scientific 

fields, including artificial neural networks (ANNs). ANNs are intelligent systems that mimic human 

problem-solving abilities and offer benefits such as learning and processing vast amounts of irrelevant 

data. These mechanisms are derived from active and nonlinear techniques, where nonlinearities and 

variable interactions play a crucial role. ANNs have been shown to solve various issues, including 
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classification problems, as examined in some studies.  This work suggests a novel approach for better 

classification accuracy and biomarker discovery on ANNs called Hybrid FFF-Adaptive boosting. 

Adaboost with cross-validation is used for sample classification, and hybrid FFF is used for gene selection. 

Experiments conducted on colon microarray gene expression profiles validate that this method has the 

better classification accuracy. 
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